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Abstract Method: SNRPG
• Neuromorphic computing-based energy-

efficient reinforcement learning for spectrum 

access

• Spiking neural networks (SNNs), liquid state 

machines, are adopted for energy efficiency

• Homeostatic regulation maintains near-

chaotic reservoir dynamics for robustness. 

• Numerical results show superior performance 

over existing models in throughput and power 

consumption.

• Architecture: LSM reservoir of spiking neurons 

→ feed-forward spiking readout

• Reservoir: Small-world connectivity (high 

clustering, short paths) for rich fading memory

• Homeostasis: P-CRITICAL nudges mean 

branching factor ҧ𝜂 ≲ 1 (near-chaotic regime) 

• Training: Surrogate-gradient on readout; event-

driven sparse spiking for energy savings.

Key Contributions

DSA vs SSA: Primary (left) and Secondary (right) system throughputs:

• SNRPG: fully-spiking reservoir policy-gradient 

RL for spectrum access

• Liquid state machine (LSM) reservoir with 

small-world topology plus P-CRITICAL 

homeostasis for near-critical dynamics

• Outperforms DRQN/DEQN on PU/SU 

throughput; 

• ~60x lower inference energy vs ANN baseline.

• Energy and compute constraints of IoT 

devices makes it difficult to deploy 

conventional DRL (DQN/DRQN/DEQN) 

strategies.

• Goal: energy-efficient opportunistic access in 

partially observable wireless environments

Emitted PU warnings:

• Energy-efficiency: Calculating 𝐸𝐴𝑁𝑁/𝐸𝑆𝑁𝑁 as 𝐸𝑀𝐴𝐶/ 𝐸𝐴𝐶 × 𝐴 × 𝑇  with

 𝑇 = 10, 𝐸𝑀𝐴𝐶 = 3.2pJ and 𝐸𝐴𝐶 = 0.1pJ implies ~60 times improvement.
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SNRPG vs SOTA: Primary (left) and Secondary (right) system throughputs:

Simulation Results

For SU (agent) 𝑖 we have:

𝑠𝑢[𝑛] = 𝐸𝑢[𝑛], 𝐶𝑢[𝑛]  

𝑎𝑢[𝑛] = 𝑝𝑢[𝑛], 𝑜𝑢[𝑛]
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State:

Action:

Reward:

DSA:

SSA: 𝑜𝑢[𝑛] ∈ ′Idle′, 𝑝1, 𝑝2, … , 𝑝𝐾

Motivation

• Reward combines (i) PU protection, (ii) 

discourage idling, (iii) SU spectral efficiency 

(capped), and (iv) power penalty

• Training: online with replay

RL Formulation
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